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Network management is the process of designing, implementing, 

monitoring, and maintaining computer networks and their associated 

infrastructure to ensure optimal performance, availability, efficiency, 

security, and reliability of data communications. Effective network 

management contributes to enhanced security, optimal service 

quality, reduced downtime, and a more reliable network for 

information dissemination. The focus of this research is to address the 

challenges of maintaining efficient and secure network performance 

in dynamic and high-demand environments. Through bandwidth 

management, this study seeks to optimize network resource utilization 

and improve the quality of service. As technology continues to evolve, 

network security policies must be regularly updated to address 

emerging threats. This research proposes a systematic approach to 

enhancing network management processes, including implementing 

advanced bandwidth management and regular updates to security 

protocols. The results demonstrate that these measures significantly 

improve network performance, reduce instances of downtime, and 

ensure greater network reliability. 
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1. Introduction  

Network management is the process of planning, deploying, monitoring, and maintaining 

computer networks and their associated infrastructure to ensure optimal performance, availability, 

efficiency, security, and reliability of data communication systems [1], [2]. For modern organizations 

that depend heavily on information technology, effective network management is crucial to 

operational success [2], [3]. It enables organizations to keep their networks running smoothly, 

securely, and efficiently, ultimately having a positive impact on productivity. 

In the fields of meteorology, climatology, air quality, and geophysics, the BMKG 

(Meteorology, Climatology, and Geophysics Agency) plays a critical role in collecting, processing, 

and disseminating data. To support BMKG in achieving optimal data dissemination, effective 

management of the communication network at the Ranai Meteorological Station is essential.  

https://ejournal-pusdiklat.bmkg.go.id/index.php/climago
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Network management at Ranai aims to enhance network performance by ensuring efficient 

use of network resources, balancing loads, and monitoring traffic. 

Recent studies have highlighted various approaches to network management in scientific and 

data-intensive environments. For example, [4]–[6] investigated automated network monitoring 

systems utilizing machine learning to predict network failures and optimize data throughput. 

Similarly,  [7] explored bandwidth management techniques and demonstrated their effectiveness in 

minimizing latency and maximizing network availability in large-scale data networks [8], [9]. Based 

on [9]–[11]also examined the role of predictive analytics in network management, focusing on 

reducing downtime and improving overall service reliability [12]. However, while these studies have 

contributed significantly to enhancing network performance and reliability, limited research has 

specifically addressed network management strategies tailored to meteorological data networks like 

those managed by BMKG. This research aims to bridge this gap by developing and implementing a 

network management framework to support BMKG’s critical data dissemination tasks. 

The implementation of network management not only enhances security but also improves 

the quality of network services, reduces downtime, and ensures a reliable and uninterrupted flow of 

information. 
 

2. Methods 

The method used in this implementation action is the method of careful planning [13]–

[16]before the start of implementation (Table 1).  
 

Tabel 1. Action plan for implementation 
No Action Duration  

1 

Network security awareness and education and limitation of 

devices connected to the network 2nd week of August 

2 Collect data on devices connected to the network. August 3rd week 

3 

Implementation of a gradual roll-out of parts of the network 

Single side implementation. 

Perform the main proxy configuration. 

Perform the operational proxy configuration. August 4th week 

4 Perform testing and evaluation of the implementation 

September week 

1st 

5 Deploy to the network. 

September week 

2st  
 

Network security awareness, education, and limitation of devices connected to the network. 

 

 
Figure 1. Network security socialisation and education 

 

The Ranai Meteorological Station network has five SSID names and a single SSID 

implementation was performed. After the implementation, there are only two networks, namely 

BMKG Operational and BMKG Guest. There are three sources of Internet Service Provider (ISP) at 

the Ranai Meteorological Station, namely ASTINet modem (15 Mbps) as the main ISP, Indihome 1 

(50 Mbps) and Indihome 2 (50 Mbps). Configuration is then carried out in the form of network 

separation between Operational and Guest, load balance/failover and firewall rule implementation. 
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Figure 2. Mark the input/output port of the firewall mangle. 

 

Load balancing is done using the Equal Cost Multi Path (ECMP) method, so that the network 

traffic is evenly distributed across the three ISPs. Fail-over is implemented using Netwatch, so that 

there is no delay if there is a connection problem with the main ISP. Ranai Meteorological Station 

has three sources of BMKG intranet network, ASTINet as the main connection, while VSAT 1 and 

VSAT 2 are used for backup, so fail-over configuration is performed when the main network is 

disconnected. To allow incoming and outgoing connections to go to the same ISP, the Mangle 

firewall is marked for incoming and outgoing connections. 

 

3. Results and Discussion  

Following the Network Management Policy ensures that only devices with a registered MAC 

address can connect to the BMKG operational network, if a registered device uses a Random MAC 

it will not connect to the operational network. The BMKG Guest SSID is used by visiting guests. 

Test and measurement of network performance against ISP switch downtime. Test and measure 

network performance against downtime on the BMKG intranet network.  

Figure 3. Operational proxy testing 

To ensure that only BMKG operational network devices could connect, tests were performed 

on both registered and unregistered MAC devices using random sampling. The ISP Failover test, 

which uses the Netwatch method, has no delay, meaning that there is no downtime when running the 

test. Figure 3 illustrates the operational testing of the BMKG proxy, focusing on verifying network 

connectivity under different conditions. The proxy setup ensures continuous connectivity by 

switching between primary and backup connections when there is a failure in the main ISP. This 

figure provides a visual representation of how the proxy system automatically manages ISP failover 
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to maintain uninterrupted network service, demonstrating the resilience of the network infrastructure 

in operational scenarios. 

Table 1. Main proxy testing results 

 
Status Condition Primary Backup 1 Backup 2 Left Downtime 

 

Before Trial 

ASTINet (On), 

Indihome1(On), 

Indihome2(On) 

 

ASTINet 

 

Indihome1 

 

Indihome2 

 

0 

 

First Trial 

ASTINet (Off), 

Indihome1(On), 

Indihome2(On) 

 

Indihome1 

 

Indihome2 

 

ASTINet 

 

0 

 

Second Trial 

ASTINet (Off), 

Indihome1(Off), 

Indihome2(On) 

 

Indihome2 

 

ASTINet 

 

Indihome1 

 

0 

 

Third Trial 

ASTINet (On), 

Indihome1(On), 

Indihome2(On) 

 

ASTINet 

 

Indihome1 

 

Indihome2 

 

0 

 

Table 1 presents the testing results for the primary proxy connections, focusing on the 

performance of the main ISP and two backup connections (Indihome1 and Indihome2). Each trial 

simulates different scenarios by enabling and disabling ISPs to evaluate network redundancy and 

failover efficiency. The results show that the network transitions smoothly between connections, with 

zero downtime during each scenario. This confirms that the primary proxy system effectively 

maintains network stability, even when the main ISP disconnects. 

Before Trial: All connections (ASTINet, Indihome1, Indihome2) are active, with ASTINet 

as the primary, and no downtime recorded. 

First Trial: ASTINet is turned off, and Indihome1 takes over as the primary, with zero 

downtime recorded as Indihome2 remains on standby. 

Second Trial: Both ASTINet and Indihome1 are turned off, and Indihome2 functions as the 

primary, with zero downtime recorded as the system maintains connectivity. 

Third Trial: All connections are restored to active, with ASTINet as the primary, indicating 

normal operation with zero downtime. 

Testing on the operational proxy for the main ISP switch shows that the largest network 

connection experiences two outages when the main ISP disconnects, but no outages when the main 

ISP reconnects. 

 

Table 2. Operational proxy test results 

Status Condition Primary Backup 1 Backup 2 
Left 

Downtime 

 

Before Trial 

ASTINet (On), 

Vsat1(On), Vsat2(On) 

 

ASTINet 

 

Vsat1 

 

Vsat2 

 

0 

 

First Trial 

ASTINet (Off), Vsat1 (On), 

Vsat2 (On) 

 

Vsat1 

 

Vsat2 

 

ASTINet 

 

1 

 

Second Trial 

ASTINet (Off), 

Vsat1 (Off), Vsat2 (On) 

 

Vsat2 

 

ASTINet 

 

Vsat1 

 

2 

 

Third Trial 

ASTINet (Off), Vsat1 (On), 

Vsat2 (On) 

 

Vsat1 

 

Vsat2 

 

ASTINet 

 

0 

 

Fourth Trial 

ASTINet (On), 

Vsat1 (On), Vsat2 (On) 

 

ASTINet 

 

Vsat1 

 

Vsat2 

 

0 

 

Table 2 provides the results for the operational proxy testing under various ISP conditions, 

focusing on the main ISP (ASTINet) and two satellite connections (Vsat1 and Vsat2). The table 

summarizes the network’s performance when the main ISP fails and evaluates the effectiveness of 

the failover to satellite connections, including any recorded downtime during each scenario. 
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Before Trial: All connections (ASTINet, Vsat1, Vsat2) are active, with ASTINet as the 

primary connection, and no downtime recorded. 

First Trial: ASTINet is turned off, Vsat1 takes over as the primary, and a downtime of 1 

minute is recorded during the transition. 

Second Trial: Both ASTINet and Vsat1 are off, with Vsat2 functioning as the primary. 

During this scenario, a downtime of 2 minutes is recorded as the system adjusts. 

Third Trial: ASTINet remains off, but Vsat1 is active again and takes over as the primary. 

Zero downtime is recorded, indicating an effective failover to satellite services. 

Fourth Trial: All connections are restored to active, with ASTINet as the primary, and no 

downtime is recorded, showing normal operations. 

 

Summary of Network Performance and Security Enhancements 

The tests on the operational proxy and the primary and satellite ISPs indicate that the network 

at Ranai Meteorological Station is resilient, with minimal downtime even when switching between 

ISPs. By enforcing MAC address registration policies and prioritizing network traffic, the station has 

improved network security, reducing unauthorized access and optimizing resource usage. These 

measures enhance the efficiency and reliability of the network, maintaining high-quality network 

service to support BMKG’s critical data dissemination tasks. 

Impacts on increasing data and network security at Ranai Meteorological Station by 

implementing access restriction policies for unknown individuals and restrictions on connected 

devices on the network. Optimising network performance by prioritising network traffic and 

managing bandwidth has impacted on increasing the efficiency of using network resources so that 

the quality of network services is consistently maintained. 

The results and discussions illustrate the effectiveness of network redundancy and failover 

protocols in maintaining network stability, aligning with network management theories that 

emphasize resilience and service continuity as essential for critical infrastructures. As highlighted by 

Tan et al. (2018) and Gupta & Singh (2020), automated failover mechanisms and bandwidth 

management are crucial for optimizing data flow and minimizing service disruptions in high-demand 

networks. The smooth transition between primary and backup ISPs without significant downtime 

supports previous findings on the importance of proactive network monitoring and failover systems 

in ensuring consistent service quality. This study further contributes to the literature by 

demonstrating these principles within a meteorological data network, validating the applicability of 

established network management strategies in a specialized, data-intensive environment such as 

BMKG. 
 

4. Conclusions 

Based on the tests and the results of the tests, it can be concluded that the security of the BMKG 
operational network at the Ranai weather station has been isolated from unknown devices. 
Bandwidth management helps to improve the efficiency of using network resources, to optimise the 
quality of service and to improve the quality of service. As technology evolves, security policies 
must be regularly updated. For devices that are no longer supported by Microsoft, it is recommended 
to update the operating system. To ensure that the security policies implemented remain relevant and 
effective, it is necessary to conduct a long-term assessment of the network. 
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